Chapter 8

Nonlinear algebraic equations

8.1 Continuous functions

A function f : I — R, is said to be continuous on the interval I = [a, ], if
for each € > 0 we can find a § > 0, such that

|x—y|<5:>|f(x)—f(y)|<6, \V/.I',yEI, (81)

and Lipschitz continuous on the interval I, if there exists a real number
Ly > 0, the Lipschitz constant of f, such that

|f(x) = f(y)| < Lylz —y[, Va,yel (8.2)

The vector space of real valued continuous functions on the interval I
is denoted by C°(I), or C(I), which is closed under the basic operations of
pointwise addition and scalar multiplication, defined by,

f+g=f(x)+gx), Vrel, (8.3)
af =af(x), Ve e l, (8.4)

for f,g € C(I) and o € R. Similarly, we let Lip(I) denote the vector space
of Lipschitz continuous functions together with the same basic operations,
and we note that any Lipschitz continuous function is also continuous, that
is Lip(I) C C(I).

Further, we denote the vector space of continuous functions with also
continuous derivatives up to the order k by C*(I), with C*°(I) the vector
space of continuous functions with continuous derivatives of arbitrary order.

Local approximation of continuous functions

By Taylor’s theorem we can construct a local approximation of a function
f € C*(I) near any point y € I, in terms of f(y) and the derivatives £ (y),
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for i < k. In particular, we can approximate f(z) by a linear function,

f@) = fy)+ )z —y), (8.5)

corresponding to the tangent of the function at x = y, with the approxima-
tion error decreasing quadratically with the distance |z — y|.

Theorem 13 (Tayor’s theorem). For f € C*(I), we have that

F(r) = o) + £ ) — ) + 37" (©)w — ) (36)

foryel and £ € [z,y].

f(x)
f(y)+f(y)(x-y)

Figure 8.1: The tangent line f(y) + f'(y)(z —y) at y € [a, ]].

8.2 Nonlinear scalar equations

Fixed point iteration

For a nonlinear function f : R — R, we seek a solution x to the equation
flx) =0, (8.7)
for which we can formulate a fixed point iteration z*+1) = g(z*), as

2D = g(z®)) = 20 4+ af (z¥), (8.8)
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where « is a parameter to be chosen. The fixed point iteration (8.8) con-
verges to a unique fixed point x = g(z) that satisfies equation (8.7), under
the condition that the function ¢ € Lip(R) with L, < 1, which we can
prove similar to the case of a linear system of equations (7.17).

For any k > 1, we have that

|x(k+1) — x(k)| - ‘g(x(k‘)) — g(x(k—l)” < Lg|x(k) _ $(k—1)| < ngf|x(1) — x(0)|’

so that for m > n,

< (Lt L+ LD 2 — @),

by the triangle inequality, and with L, < 1, we have that {z™}>, is a
Cauchy sequence,
lim |z — 2™| =0, (8.9)

n—oo
which implies that there exists an = € R, such that
= lim ™, (8.10)

n—o0

since R is a Banach space.
Uniqueness of = follows from assuming that there exists another solution
y € R such that y = g(y), for which we have that

lz—yl=lg(x) —g(y)| < Lglr —y[ = (1 - Ly)|z —y| < 0= |z —y| =0,

and thus x = y is the unique solution to the equation x = g(x).

Newton’s method

The analysis above suggests that (8.8) converges linearly, since for the error
e =z — 2 we have that [e*+V]| < L,[e®|, by

@ = 2@ = |g(x) = g(@W)] < Lglw — )], (8.11)

Although, for the choice @ = — f/(x®))~1, which we refer to as Newton’s
method, the fixed point iteration (8.8) exhibits quadratic convergence. The
geometric interpretation of Newton’s method is that 2**1 is determined
from the tangent of the function f at z(*).

The quadratic convergence rate of Newton’s method follows from Tay-
lor’s formula, with f(z) expanded around z(®),

0= f(@) = fa) + £ @®) o —a®) + 2w —a®P, (812
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Algorithm 11: Newton’s method

Given initial approximation z® € R and f: R — R
while |f(z®)| > TOL do

Compute f'(x*))

D) = ) pr(0) 1 f ()
end

F(x()+F(xh)) (x-x ()

_— i (k1) NG

Figure 8.2: Geometric interpretation of Newtons method with the approx-
imation z*+1) obtained as the zero value of the tangent at z(*).

with € € [z, 2®]. We divide by f'(z®) to get

v — (2 — )W) = —1 ) e @ — W), (3.13)

2
so that with 21 = z®) — /() =1 f(2(®) we get
1 _
[e®+D] = §|f'(l’(k)) L ™, (8.14)

which displays the quadratic convergence of the sequence ) close to z.

8.3 Systems of nonlinear equations

Continuous functions in R"

In R™ we define continuity in terms of norms, so that a function f : R — R”
is continuous, denoted f € C(R™), if for each ¢ > 0 we can find a 6 > 0,
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such that
|z —yll <0 =|f(x) - fWl<e Vr,yeR" (8.15)

and Lipschitz continuous, denoted f € Lip(R™), if there exists a real number
L > 0, such that

1f(2) = FWll < Lylle = yll,  Va,y € R" (8.16)

Similarly, the vector space of continuous functions with also continuous
derivatives up to the order k is denoted by C*(I), with C>(I) the vector
space of continuous functions with continuous derivatives of arbitrary order.

Fixed point iteration for nonlinear systems
Now consider a system of nonlinear equations: find z € R", such that
f(x) =0, (8.17)

with f : R — R", for which we can formulate a fixed point iteration
w1 = g(x®)) with g : R® — R", just as in the case of the scalar problem.

Algorithm 12: Fixed point iteration for solving the system f(z) =0

Given initial approximation z(® € R™ and f : R* — R”
while || f(z®)|| > TOL do

|2 — o0 o f (20

end

Existence of a unique solution to the fixed point iteration follows by the
Banach fixed point theorem.

Theorem 14 (Banach fixed point theorem in R"™). The fized point iteration
of Algorithm 12 converges to a unique solution if L, < 1, with L, the
Lipschitz constant of the function g(z) = x + af(z).

Proof. For k > 1 we have that

lz®+ — 2B = [a® — U( ) = fa)
lg(at ) ( I < Lglle® = 2,

and for m > n,

2 = = 2™ — 2D+ 2D - 2]

< Lyt LZ)||x(1) — 2.
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Since L, < 1, {z(M}> is a Cauchy sequence, which implies that there
exists an x € R” such that

z = lim 2™,
n—oo

since R™ is a Banach space. Uniqueness follows from assuming that there
exists another solution y € R™ such that f(y) = 0, so that

[ =yl = llg(z) = 9l < Lyl —yll = (1 = Ly)llz — y[ <0,

and thus = = y is the unique solution to the equation f(z) = 0. [

Newton’s method for nonlinear systems

The Jacobian matriz f'(x) € R™™, at a point x € R, is defined as

gk(z) - git(o) (Vfi(x)”
floy=1 + o & |= : : (8.18)
a(z) - @] [(Val@)"
with the gradient V f(z) € R™, defined by
of; of;
Vi) = <3£1 (2), .. agfn(x))T. (8.19)

Newton’s method for a system in R" is analogous to the method for
scalar equations, but with the inverse of the derivative of the function re-
placed by the inverse of the jacobian matrix (f’(x*)))~!. The inverse is not
constructed explicitly, instead we solve a linear system of equations Az = b,
with A = f/(2®) the jacobian, z = Az*+1) = 2(*+1) _ () the increment,
and b = f(z®) the residual.

Depending on how the jacobian is computed, and the linear system
solved, we get different versions of Newton’s method. If the system is large
and sparse, we use iterative methods for solving the linear system Az = b,
and if the jacobian f’(+) is not available we use an approximation, obtained,
for example, by a difference approximation based on the function f(-).

Quadratic convergence rate of Newton’s method for systems follows from
Taylor’s formula in R™, which states that

f@) = (f@®) + f'(2®) (2 — 2®)) = O(|]z — =),
so that for f(z) = 0, we have that,

v — (@™ — f'a®) f(@)) = O(||lx — M),
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Algorithm 13: Newton’s method for systems of nonlinear equations

Given initial approximation z(® € R™ and f : R* — R”
while || f(z®)|| > TOL do

Compute f'(z*) > compute jacobian

(N ApEFD = — f (k) > solve for Azl

) = (k) 1 Ap(k+) > update by Azt
end

which gives for the error e®) = 2 — z® | that

le®+1]
le®]>

= 0(1), (8.20)

since 2+ = 2®) — f/(z(®)=1 f(2() The quadratic convergence rate for
) close to x then follows for 2*) close to .



