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THE SICS VIEW ON TRENDS

Why the Learning Machines initiative?

Everything is moving towards

pervasive intelligence
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LEARNING MACHINE CHARACTERISTICS

Extensively perceiving

Continuously learning

Purposefully reasoning

Naturally interacting

Curiously exploring

Largely unsupervised learning 
from secondary data

Changing the world (into a 
world with LMs), feedback loop 
(taking into account that it is in 
the world, and that there are 
other LMs in the world)



ARTIFICIAL THERAPISTS

Funding for 2017-2019 from VR

PI Viktor Kaldo, KI Internet Psychiatry

Pioneers of Internet-based CBT

Long history of artificial therapists

Data use secured early 2016

Pilot work at SICS in 2016



PILOT EXAMPLE RESULT



Boman & Gillblad, 

IEEE Big Data, 2014
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Continuous Deep Analytics

1. Current data intensive systems do not support continuous 
deep analytics at a massive scale

2. Large-scale Machine Learning systems severely lack 
scalability and interpretability

Continuous Deep Analytics (CDA) systems: a radically new 
approach for data analytics combined with large-scale machine 

learning, producing interpretable causal models of the world



A Continuous Deep Analytics System



Societal Scale Deep Analytics

Figure 1: The project research dimensions

Figure 2: A hybrid mult i-t ier infrast ruc-

ture

analyse any reasonably large and/ or geographically dist ributed dataset , thus e↵ect ively prevent ing

businesses and society at large to conduct large-scale analyt ics.

Therefore, we need analyt ics systems that learn at societal scale, reason with purpose, and interact

with humans naturally. Learning approaches should then be able to capture uncertainty and produce

interpretable causal models, incorporat ing higher-order representat ions derived from massive data

residing on societal-scale infrast ructures. Such representat ionsand reasoning about uncertainty enable

a leap from simple pat tern matching to interpretable models of the world. For example, to decide

whether to administer a t reatment to a pat ient , one needs to establish a causal path from symptoms

to disease. Having access to higher-order representat ions of diseases, symptoms, t reatments, and their

relat ionships allows us to reason about our choices in the presence of abst ract ly defined symptoms

and noisy measurements. Extract ing such models from massive and highly dist ributed let alone

decent ralized data is not possible with current systems. This limits their applicability in major sectors

of society, or, fundamentally worse, they may lead to wrong decisions based on false assumpt ions.

Our long t er m goal : we aim t o achieve a unifi ed foundat ions for Cont i nuous D eep

A nalyt i c ( CDA ) syst ems for highly het er ogeneous env ir onment s capt ur ing al l aspect s of

dat a diver si t y. As depicted in Figure 3, the project will develop the foundat ions for CDA at societal-

scale using a layered approach for cont inuous and informed decision-making from massive data. We

will follow four main avenues of research: (i) societal-scale data-intensive comput ing plat forms for het-

erogeneous resources at arbit rary levels of dist ribut ion and decent ralizat ion, (ii) algorithms that learn

efficient ly, build higher-order representat ions and causal models, and enable reasoning about uncer-

tainty, (iii) scalable execut ion engine and computat ional model support ing a declarat ive programming

paradigm that unifies relat ional algebra, linear algebra and graph processing, and accurately reflects

t rade-o↵s between t ime, resources, and uncertainty, and (iv) algorithms enabling dist ributed and

decent ralized cont inuous deep analyt ics.

We will build a CDA system on top of a dist ributed and when necessary decentralized dataflow

execut ion runt ime running on top of hybrid infrast ructure that will automat ically scale to massive

volumes and types of data-at -rest and data-in-mot ion possibly from geo-dist ributed sources. Fur-

thermore, the system will be designed to be reconfigurable to o↵er efficient runt ime elast icity that

can cont inuously adapt the TRU trade-o↵s in an evolving environment . Users will be able to use

novel algorithms that create higher-order representat ions of data and reason about uncertainty at all

levels: measurements, models, and predict ions. They will be able to ut ilize all these features through

declarat ive programming model that is easy to use, allowing them to focus on the problem at hand

rather than on the underlying comput ing system. We divide our planned research into four work-

packages: (WP1) big data plat forms, (WP2) execut ion engines and programming models, (WP3) ML

and analyt ics, and (WP4) edge comput ing and decentralized analyt ics. WP1 and WP4 will cont ribute

to data-intensive plat forms at societal-scale act ivit ies, and WP2, WP3 and WP4 to deep analyt ics

act ivit ies (See Figure 4).

2 Survey of t he field
Below is the survey of the fields relevant to corresponding WPs.

B ig D at a P lat for ms (W P1) : Although the concept of dist ributed and global Big Data has

been much discussed, there are current ly no plat forms that support connect ing together or federat ing
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