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Homework # 5

Numbers below refer to problems in Horn, Johnson “Matrix analysis.” A number
1.1.P2 means Problem 2 in Section 1.1.

1. (5.1.P6) If ‖·‖ is a norm on V that is derived from an inner product, show
that

Re < x, y >=
1

4

(
‖x+ y‖2 − ‖x− y‖2

)
for all x, y ∈ V . This is known as the polarization identity. Show also that

Re < x, y >=
1

2

(
‖x+ y‖2 − ‖x‖2 − ‖y‖2

)
2. (5.1.P9) Let ‖·‖ be a norm on V that is derived from an inner product, let
x, y ∈ V and suppose that y 6= 0. Show that

(a) the scalar α0 that minimizes the value of ‖x− αy‖ is α0 = <x,y>
‖y‖2 , and

(b) x− α0y and y are orthogonal.

Hints: Make sure that your proof holds for all inner products that satisfy the
axiomatic definition. Note that the inner product in general is not necessarily
differentiable.

3. (5.2.P1) If 0 < p < 1, then ‖x‖p = (|x1|p + · · ·+ |xn|p)1/p defines a function
on Cn that satisfies all but one of the axioms for a norm. Which one fails?
Give an example.

4. (part of 5.4.P3) Verify the entries in the following table of bounds of the
form ‖x‖α ≤ Cαβ‖x‖β.

[Cαβ] =

α\β 1 2 ∞
1 1

√
n n

2 1 1
√
n

∞ 1 1 1

For each entry, show that the corresponding bound is the best possible, by
providing a nonzero vector x for which the bound is attained with equality.



5. (5.4.P5) Show that the functions fk in Example 5.4.2 have the property that

(a) fk(x)→ 0 as k →∞ for each given x,

(b) ‖fk − fj‖1 → 0 as k, j →∞, and

(c) for each k ≥ 2, there is some J > k for which ‖fk − fj‖∞ > k1/2 for all
j > J .

Thus, a sequence in an infinite dimensional normed linear space can be con-
vergent in one sense (pointwise), be Cauchy in one norm, and not be Cauchy
in another norm.

6. (5.4.P8, missing in old edition) Show that the dual norm of the k−norm on
Rn or Cn is

‖y‖D[k] = max

{
1

k
‖y‖1, ‖y‖∞

}
Hint: The k−norm is defined as the sum of the k largest magnitudes of the
entries in x, i.e.

‖x‖[k] = |xi1|+ · · ·+ |xik |, where|xi1| ≥ |xi2| ≥ · · · ≥ |xin|

7. (5.6.P19) The spectral radius ρ(·) is a nonnegative, continuous, homogeneous
function on Mn that is not a matrix norm, norm, seminorm, or pre-norm on
Mn. Give examples to show that

(a) ρ(A) = 0 is possible for some A 6= 0,

(b) ρ(A+B) > ρ(A) + ρ(B) is possible, and

(c) ρ(AB) > ρ(A)ρ(B) > 0 is possible.

8. (5.6.P43) Let A ∈Mn and let U∗AU = T be a unitary upper triangulization
(2.3.1). Use the power series definition of eA to show that eT = U∗eAU .
Deduce that

det
[
eA

]
= etr[A] ,

so eA is always non-singular.

9. (5.8.P1) Let A ∈Mn be nonsingular and normal. Explain why the condition
number for inversion of A, with respect to the spectral norm is κ(A) =
ρ(A)ρ(A−1).


