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*  Many problems are NP-hard (marginalization etc.)
*  For trees they are many of them can be solved by DP

*  When the graph is “tree-like” find a representation of the “tree-
likness” and use it to guide DP

*  Unfortunately, finding the representation is not always easy
= Today assuming the representation is given.

* Independent set as exercise.

ALGORITHM -
MARGINALIZATION TREE DGM

*  Given Bernoulli DGM with G binary directed tree and
evidence xe, for evidence set e

*  Subproblem, subsolution

—
R D) = PO re v Xu = 1)

ALGORITHM -
MARGINALIZATION TREE DGM

* Given Bernoulli DGM with G binary directed tree and
evidence X, for evidence set e

* Visit the vertices of G from leaves to root

* when at leaf |
® . Oifleeand z; #1
s(l,i) = )
1 otherwise

* when at vertex u with children v and w

u
v Aw 0if u € e and z,, # i otherwise case below
s(u,i) =

(Zsetomy PO = 31X = )5(0,9)) (Sjeq0ay PKu = 31X0 = Ds(w, 7))
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* Visit the vertices and edges of G from leaves to root

* when at edge uv (u has another child too)

it (uv,q) 0 if u € e and x,, # ¢ otherwise case below
s(uv, i) = . . .
jetony P(Xv = jIXu = i)s(v, i)

* when at vertex u with children v and w
ﬁ () i and x, # i otherwise case below
% w s _ -

P(X, = j|Xu = )s(u, i))

(1) 0if u€eandx, #1i
S u7 1) = . . .
s(uv,i)s(uw, i) otherwise

ALGORITHM -
MARGINALIZATION TREE DGM

*  Subproblem, subsolution

| - . )
i" S(U’U,Z) = P(XV(TI,)\m:UV(Tv)ﬂe’Xu = Z)

/OOM IN

* Visit the vertices and edges of G from leaves to root

* when at edge uv (u has another child too)

i" ( ) 0 if u € e and z, # i otherwise case below
s(uv, i) = . . .
2]’6{0,1} P(X, = j| Xy = i)s(v,1)

* when at vertex u with children v and w
- : e and z, # i otherwise case below
v ‘ xw s(u, i) = .

. {Oiqueanda:u;éi
s(u, i) =

s(uv, i)s(uw, i) otherwise

P(X, = j| X = )s(u, i))

s(uv,1) =P(Xvy(1,)\e» Tv (1,)ne| Xu = 1)

= Z P(Xv(1)\es TV (T,)nes Xo = | Xu = 1)

je{0,1}

Z P(‘XU — ]’|A\vu — j)P(l\’\r'(’T“)\E- Ty (T,)Ne> |‘Yl' — j-‘YM — Z)

j€{0,1}

Z P<Xv — .j|‘Yli — i)P(X\'(T,‘)\t-'17\'(ij€- |‘Y1' — ])
7€{0,1}

= Y P(X,=j|Xy=1i)s(v,))

j€{0,1}

SUMMARY - IND. SeT
ALGORITHM

* Given junction-tree (T,B) for G. Make T binary, let r be the root of T

« Visit the vertices and edge of T from leaves to root

et * when at leaf t

L(S) = —oo if S not ind. set
e |S|if S is ind. set
s = at edge st

— T () =
ﬁ ,

e

(8

max
S’€B(s):SNB(s)=S"

*

if two children s and s’
1(S) = —oo if S not ind. set and otherwise the case below
were I:(SNB(s)) + Iy (SN B(s)) + 1S\ (B(s) UB(s"))| = |SN B(s) N B(S'
= if single child s
—oo if S not ind. set
I(S) = . L
I(SNB(S))+|S\ S| if S is ind. set

» o~
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JUNCTION TREE
el 0

* Each vertex of G in some
bag

* Each edge of G in some
bag
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JUNCTION TREE

T,B Junction tree
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JUNGTION TREE

T'B JunCiion o
* Each vertex of G in some 8 i

bag
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* Each edge of G in some bag

* Each vertex of G induce a
subtree (running intersection

property)
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JUNCGTION TREE

T'B Junc*ion o
* Each vertex of G in some 8 I

bag
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* Each edge of G in some bag

*» EFach vertex of G induce a
subtree (running intersection

property)
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JUNCTION TREE

d unction tree
* Each vertex of G in some 8 i
33 _ (29—

* Each edge of G in some bag

* Each vertex of G induce a
subtree (running intersection
property)
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[TREE) WIDTH

Width of junction tree

* (Size of largest bag)- 1

CLIQUES IN G
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JUNCTION TREE - 2
IMPORTANT PROPERTIES

T,B Juncti

on free
* Every clique can be 8 8
found in some bag @ @ @

* The intersection of 2
neighboring bags is a

(B3Heses,

separator

CLIQUES AND
SEFPARATORS IN G

JUNGTION TREE

PARTIAL K-TREE

*Removing edges from k-
tree gives partial k-tree




PARTAL K- TREE

*Removing edges from k-
tree gives partial k-tree

STILL TRUE FOR PARTIAL
<-TReE

*x Every clique can be 8 @
found in some bag Q @ @

* The intersection of 2

neighboring bags is a

(B3HEeres,

separator

JUNCTION TREE GUIDED
DP - INDEPENDENT SET

JUNCTION TREE GUIDED
DP - SUBPROBLEMS




JUNCTION TREE GUIDED
DP - SUBPROBLEMS

Subproblems
subtree root

JUNCTION TREE GUDED
DP - SUBSOLUTIONS

lc table/function with sizes of maximum independent se
based on intersection with c:s bag

JUNCTION TREE GUIDED
DP - SUBSOLUTION

lc table/function with sizes of maximum independent sets in subtree rooted at ¢
based on intersection with c:s bag

JUNCTION TREE GUIDED
DP - SUBSOLUTION

lv table/function sizes of maximum independent sets in subtree rooted at v
based on intersection with v:s bag




JUNCTION TREE GUIDED
DP - SUBSOLUTIONS

lenb table/function with sizes of maximum independent sets in subtree below ¢ and b
based on intersection with the sepset cnb

h
the root

JUNCTION TREE GUIDED
DP - SUBSOLUTIONS

lenb table/function with sizes of maximum independent sets in subtree below ¢ and b
based on intersection with the sepset cnb

h
the root

JUNCTION TREE GUIDED
DP - SUBSOLUTIONS

lenb  table/function with sizes of maximum independent sets in subtree below ¢ and b
based on intersection with the sepset cnb

h
the root

JUNCTION TREE GUIDED
DP - COMPUTING

Iy table/function with sizes of maximum independent sets in subtree rooted at v
based on intersection with v:s bag




JUNCTION TREE GUIDED JUNCTION TREE GUIDED
DP - COMPUTING DP - COMPUTING

lanb table/function with sizes of maximum independent sets in subtree below a and b lanb table/function with sizes of maximum independent sets in subtree below a and b
based on intersection with the sepset anb based on intersection with the sepset anb

JUNCTION TREE GUIDED JUNCTION TREE GUIDED
DP - COMPUTING DP - COMPUTING

lanb table/function with sizes of maximum independent sets in subtree below a and b lano table/function with sizes of maximum independent sets in subtree below a and b
based on intersection with the sepset anb based on intersection with the sepset anb




JUNCTION TREE GUIDED
DP - COMPUTING

lanb table/function with sizes of maximum independent sets in subtree below a and b
based on intersection with the sepset anb

JUNCTION TREE GUIDED
DP - COMPUTING

JUNCTION TREE GUIDED
DP - COMPUTING

B the bag and s below ¢, I4(S) = sen( 1ax
'eB(s):S'N

JUNCTION TREE GUIDED
DP - COMPUTING




JUNCTION TREE GUIDED
DR - COMPLTIING

{Ist(S N B(s))+|S\ B(s)| if S independent set C B(t)
—00 1q

otherwise

JUNCTION TREE GUIDED
DP - COMPUTING

B the bag and s below t, Ist(S):S L SI(S')
'€B(s):S'"NB(t)=

JUNCTION TREE GUIDED
DP - COMPUTING

JUNCTION TREE GUIDED
D p ] G Q M {IE(SLOJB—(E)‘M \%| if § independent set C B




JUNCTION TREE GUIDED
DP - COMPUTING

B the bag and s below ¢, Ist(S):S o ThaX (s
'€B(s):SNB(s 4

JUNCTION TREE GUIDED
DP - COMPUTING

JUNCTION TREE GUIDED
DR - COMPUTING

JUNCTION TREE GUIDED
DP - COMPUTING




JUNCTION TREE GUIDED
DP - COMPUTING

lend =

JUNCTION TREE GUIDED
DP - COMPUTING

JUNCTION TREE GUIDED
DP - COMPUTING

s,s" the 2 only children of ¢
L(s) {—oo if S not ind. set and otherwise the case below
+(S) =

1.(S N B(s)) + L (S N B(s')) + S\ (B(s) U B(s))] — |S N B(s) N B(S")]|

SUMMARY - IND. SET
ALGORITHM

* Given junction-tree (T,B) for G. Make T binary, let r be the root of T
« Visit the vertices and edge of T from leaves to root

®t  « whenatleaft

L(S) = —oo if S not ind. set
; e |S|if S is ind. set
is = at edge st

1,4(S) = 1(8")

max
S’€B(s):SNB(s)=S"

. ﬁs, = if two children s and &’
{—oo if S not ind. set and otherwise the case below

I(8) = I:(SNB(s)) + Iy (SN B(s)) + 1S\ (B(s) UB(s"))| = |SN B(s) N B(S'
it = if single child s

s —oo if S not ind. set
L(S) = {

I(SNB(S))+|S\ S| if S is ind. set




Scope AB B,C C,D D,A

01(A, B) G2(B,C) ¢3(C. D) da(D,A)
a’ B30 b & 100 & do 1 d" a" 100
a’ b5 b0 ot 1 A db o100 4" at 1
at b1 bt 1 o d® 100 d* a® 1
a' b 10 bt b 100 ctodt 1 d* a' 100

(a) b) (c) (d

* UGMs - Undirected graphical Factors — misconception example

models

*  What is the direction between 2 P(A.B.C.D) — 1 AB B.C cD DA
pixels,2proteins? ( s 29 Ly )_Z¢1( ) )¢2( ) )¢3( ) )¢4( ) )

*  Probabilistic interpretation?

Z = Z ¢1(a,b)pa(b, c)p3(c,d)pa(d, a)

a,b,c,d

PROBABILISTIC
INTERPRETATION

*  p factorizes over G — can be
expressed as normalized product
over factors associated with

cliques

&1(4, B) #2(B,C) &3(C, D) d(D,A)
51(A, B 52(B, C 55(C, D 54(D, A
a® B30 | ° & 100 O g0 1| d a® 100 41(4,5) #2(B.C) (G, D) $(D, A)
O dt o100 d* o' 1

C C

c C a0 30 b & 100 &Ad 1 d" a 100
at b1 bt 1 o d® 100 d' a® 1

C C

a’ b5 b et 1 & dto100 4" at 1
at 1 bt 1 ctd" 100 dt al 1
a' b 10 bt 100 ctodt 1 d* o' 100

gt 1 d* a' 100

(a) (b) (© (d)
(a) b (c) (d
Normalized

Assignment | Unnormalized

Misconception

¢ 1,000, 000 0.14 —=10-1-100- 100
a ||t | d 100 1.4-107°
ai b‘l’ (:(1) d' 100 L4-107° = 100000
at [ ot || d 10| 14-10°°
al | ot || at 100,000 0.014
at bt |d 100,000 0.014 Z = E @1(a,b)pa(b, c)ds(c,d)pa(d, a)
al | ot |t | 100,000 0.014

a,b,c,d

A CONCRETE FACTOR
e PRODUCT




at | b'| ! 0505=025
a' | b'| ¢?]0507=035
a' | b2 | ¢! | 0.8:0.1=0.08
a'| b']os a'| b%| c?]0802=0.16
a' | b?] 08 bt ]os a® | b'| ¢ ]0.1:05=0.05
a®| bl o1 bl| 2|07 :> a* | b'| ¢2]0.1:0.7=0.07
a| b2 o b2 ol | b2l '] 001=0
a®| b'] 03 b2 2] 02 a® | b*| 2| 0:02=0
a| 2] 09 @ | bl ¢t 03.05=0.15
@ | b e?03-07=021
a® | b2 | ¢! 0.9:0.1=0.09
@ | b*| c?]0902=0.18

A CONCRETE FACTOR
PRODUCT

MARGINALIZE

])(Xm , Le |0) Zm‘n\( PG p(m\r'\(mué) 5 Xm 5 w(la)

]')'Xm we*e = 7 -
(Xmlze. 6) = = 6) S D@ (), 2 16)

The denominator contains a marginal likelihood
Summing out V binary hidden variables — O(2Y)

K values — O(KY)

CQUIVALENCE [-MAP AND
FACTORIZATION

For positive distributions p (i.e., vy, p(y)>0),

I(G) € I(p) & p can be expressed as a normalised product over

factors of G (as below)

P(y16) = %0) I1 v.(v.l60)
ceC

SEPARATION
AND Cl OF UGM

% A is separated from B given O in
G if there is no path between A and B
in G\O

% In a graph G,

Ais separated from B given O




DR -MAF

G is an I-map for p if all
independence relation in G hold
for p, i.e., I(G)cl(p)

Moralize add edge between any

two parents

We can moralize a DGM and get
a UGM having no more
independence relations

Each family is a clique in the
moralized UGM

CONVERTING DGM TO
UGM

w T

Moralize and remove directions
does not introduce new independencies!

Use CPDs as factors

—ND




