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Abstract. Artificial intelligence (AI) holds significant promise as a technology
that may improve the quality of educational practices. This includes specialized
AI-powered technologies tailored for education and general AI-based technolo-
gies, including recently popular generative AI tools that stakeholders are increas-
ingly adapting for teaching and learning. Integrating AI tools into educational
settings holds numerous potential pedagogical benefits, such as assisting teachers
in planning lessons, promoting personalization, and enhancing student autonomy.
However, concerns about bias and discrimination linked to the use of these tech-
nologies have rapidly emerged. Today, standardized evaluation criteria to assess
the potential contribution of such tools to education and their reliability within
the learning and teaching context are lacking. To address this gap, we build on
an existing taxonomy for the evaluation of open educational resources (OER) to
better suit the unique features of generative AI. The result is a six-dimensional
evaluation approach that includes descriptive, pedagogical, representational, com-
munication, scientific content, as well as the ethical and transparency dimension.
We then apply this approach to examine the educational potential and ethical con-
cerns around 30AI tools. The analysis facilitates a criticalmapping of the potential
and risks of AI-powered technologies in education settings.
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1 Introduction

Generative artificial intelligence (GenAI) technologies can enhance learning and teach-
ing opportunities by creating new content, data, and visualizations of scientific phe-
nomena. At the same time, they pose critical ethical challenges such as bias and dis-
crimination [1]. With the rapid development of GenAI tools, governments, international
organizations, universities, and researchers have published reports on this topic regard-
ing education [e.g. 2]. While there are various ways for evaluating learning technologies
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[3], so far, there is no standardized method for evaluating GenAI tools for learning,
teaching, and research purposes. This raises the question of how GenAI tools can be
effectively assessed for educational purposes and the need to further develop existing
taxonomies for evaluating learning technologies [4, 5] with new categories and adding
a new dimension focusing on ethics and potential risks. We do so by evaluating 30
selected, frequently used GenAI tools. Our approach highlights the identified gap and
is driven by the motivation to enable end-users to evaluate generative AI tools critically
for their specific needs.

The taxonomy adapted for this study was initially developed to assess open educa-
tion resources (OER) [6]. It has been further developed and updated over the years [4,
5]. It encompassed five dimensions: descriptive, pedagogical, representational, commu-
nication, and scientific content. The descriptive dimension presents basic information
about the technology, including its creators and relevant technical data. The pedagogical
dimension aids in evaluating the learningmethod and its objectives. The representational
dimension focuses on how information and knowledge about specific topics are pre-
sented in text and images. The communication dimension assesses the potential for user
interaction via the tool. Finally, the scientific content dimension includes the concept of
“information reliability,” noting that books and journal articles undergo peer review by
experts before publication, whereas online information is not necessarily subjected to
such scrutiny. Consequently, it is up to the user to assess the reliability of the information
provided by such tools.

There are additional factors to consider with emerging GenAI technologies that are
not part of the adopted taxonomy. GenAI presents unique challenges, including the
potential for generating biased information and ‘hallucinations’ or processing data in
inaccurate or biased ways [7]. For example, in examining AI chatbots based on large
language models, Sun et al. [8] found two types of hallucinations: intrinsic and extrinsic.
Whereas intrinsic hallucinations refer to non-factual statements, such as incorrectly
predicting a celebrity’s birthday, extrinsic hallucinations are irrelevant or out-of-context
responses, such as describing the history of football when the user asks about the number
of teams currently in the group. This could introduce bias into educational content. AI
systems depend on data for training. Consequently, data is integral to the functionality
of these algorithms and systems. When the training data contains biases, the algorithms
inherently learn and mirror them in their output [9, 10]. Hence, biases in the data can
influence the algorithms that use this data, leading to biased outcomes. These algorithms
have the potential to amplify further andperpetuate the biases found in the data [11].Also,
algorithmsmay exhibit biased behavior due to specific design choices independent of the
data’s bias. The results of these biased algorithms can harm user decisions and create a
bias cycle that affects the data used to train future algorithms [11]. For example, Mehrabi
et al. [11] describe three sources of potential bias: data to the algorithm, algorithm to the
user, and user to data. Data to the algorithmmeans that bias in the data can result in biased
algorithmic outcomes, affecting different educational stakeholders. The algorithm to the
user means biased algorithmic outcomes can bias user behavior. Finally, user-to-data
means any inherent biases in users could be reflected in the data they generate.
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2 Aim

End-users such as teachers and students cannot necessarily identify all sources of bias.
However, they can be aware of these potential biases and take them into consideration
when using various GenAI tools in teaching and learning practices. To assist them in
this evaluation, this study proposes expanding the existing taxonomy [4–6] to include
these critical ethical aspects. Although users cannot examine the data directly, they can
assess bias in generated figures, text, and other ethical considerations, including privacy,
age restrictions, and copyright issues. The proposed research aims to map the landscape
of the selected set of GenAI tools to evaluate their reliability and potential contributions
to education. This effort is crucial for providing a deeper understanding of how these
emerging technologies can shape educational ecosystems, including learning outcomes,
identifying potential risks, and laying the groundwork for informed decision-making for
learning and teaching. This research seeks to contribute to the responsible integration of
GenAI technologies into educational settings by adopting an evaluative approach that
also considers ethics, including various biases.

3 Methods

This qualitative study combines “top-down” and “bottom-up” approaches. First, we
followed Holmes and Tuomi to determine whether the selected tool suits students, edu-
cators, or institutions or whether there is overlap among these groups [12]. Second, we
draw upon an existing taxonomy for evaluating OER [4, 5], which provides a structured
approach to assess pedagogical potential in educational settings in a “top-down” way.
Further, new categories that emerged through the evaluation were analyzed inductively,
following a “bottom-up” approach where themes arise directly from the data [13]. The
evaluation was conducted through an experiential engagement with a selected set of 30
GenAI tools frequently used by stakeholders. We review the privacy policy, introduc-
tion, training materials, and the questions and answers section on the tool’s website.
This approach provided an overview of the AI tool, enabled us to identify new criteria,
and updated the evaluation taxonomy. The analysis is based on our engagement with
the tools and information on their website, such as the use of terms and privacy policy.
We first analyzed 10 AI tools that helped us validate and update the taxonomy, and then
we evaluated 20 additional AI tools according to the updated taxonomy. The first author
conducted the evaluation. Subsequently, the third author evaluated 20% of the AI tools
to determine the agreement on the evaluation. All three authors conducted a discussion
to reach a full agreement regarding the evaluation criteria.

4 Result and Discussion

Most of the evaluated GenAI tools are not specific to education but can be tailored to
the needs of educators, students, and researchers. For instance, educators can use such
tools as ChatGPT, Google, and Gemini to prepare lessons, while students can seek hints
from the tool on how to solve problems. In our study, we have also evaluated five tools
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specifically designed for education (Diffit,MagicSchoolAI, Curipod, IllumiDesk,Math-
GPTPro). Table 1 presents a summary of our evaluation. Each dimension is analyzed,
with categories derived from the original taxonomy, and newly emerged categories are
indicated in italics. Importantly, we introduce the “Ethics and Transparency” category
as a new dimension to the taxonomy. The list of the evaluated tools and the detailed
evaluation is available in the provided link.1

Although our focus was on GenAI technologies, where users usually can ask follow-
up questions, we found that 53% of the tools were limited in enabling dialogical commu-
nication (e.g., Gamma), which can be seen as a limitation. The suggested criteria, “in-
formation on resources provided” in the “scientific content dimension,” can help assess
a tool’s reliability. With these criteria, we highlight that some tools reveal the resources
that serve as the basis for the generated information, highlighting the strengths of these
tools and the weaknesses of others that do not disclose their data sources, thus being
less transparent. One of the challenges with AI tools is transparency [14], as AI tools
are often viewed as a “black box” [15]. Despite this, we found that it is possible, to a
certain extent, to evaluate the tools from an end-user’s perspective. Another issue that
can be regarded as a matter of transparency is when AI tools state the types of natural
language processing models they use, indicating that the tool is not standalone. In the
“Ethics and Transparency” dimension, we highlight this in the suggested criteria “based
on another tool” (e.g., tools based on the ChatGPT model).

Less than half of tools (47%) explicitly stated that users are responsible for assessing
the information, while others did not. This stresses the importance of critical assessment
by all educational stakeholders. In our evaluation, we identified biases not only in textual
content but also in other aspects. For example, gender bias was previously identified in
ChatGPT and even in non-generative AI technologies [16]. However, we also observed
the opposite bias in one tool that exclusively generated female images, skewing per-
ception towards a “female-only” world. We also identified several biases, such as a
preference for newer sources to avoid outdated information. This raises the question of
how these tools balance acknowledging previous studies and knowledge. Additionally,
a lack of critical thinking on the part of the evaluated tools was observed, prompting
questions about limitations or future studies based on an uploaded paper. Finally, we also
found that AI-generated pictures exhibit bias and inaccurately portray scientific models
(e.g., Leonardo). This highlights the importance of integrating bias considerations with
scientific content assessment and attention to pedagogy. This comprehensive perspective
is vital for ensuring that the use of AI in educational settings supports effective teaching
and learning and addresses and mitigates the risk of perpetuating biases. Doing so aims
to foster an educational environment that leverages AI technologies to their fullest poten-
tial while maintaining a critical awareness of their limitations and ethical implications.
AI tools, serving as OER for education, are evolving rapidly daily.

Consequently, these tools are continuously being developed, and evaluating them in
a fewmonths could result in changes to some of our findings. To account for this, we have
documented the evaluation dates. However, undertaking this evaluation at this stage is

1 List of tools and detailed evaluation: https://docs.google.com/spreadsheets/d/1_qk-aI91OV910
E8Kst_SMh1cau1b6OKc/edit?usp=sharing&ouid=111082985714990261310&rtpof=true&
sd=tru
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critical. It not only aids in understanding current trendsmore broadly bymapping 30 tools
but also provides valuable feedback to AI tool developers, emphasizing the importance
of addressing pedagogic aspects and concerns such as bias. Educators and researchers
can also use the evaluation criteria to select GenAI tools for their purposes, ensuring
they are informed of their benefits and limitations. In future studies, we aim to involve
educators in using these tools for teaching purposes to gather further insights.

Table 1. Summary of the Generative AI Tools Evaluation (N = 30).

Dimension and Category Frequency Percentage

Descriptive

Specific for education 5 17%

Account required 22 73%

Free use option 25 83%

Pedagogical

Lesson plan assistant 17 57%

Research assistant 20 67%

Content creation 30 100%

Upload data option 27 90%

Exercises feedback option 13 43%

Exercises without feedback 14 47%

Team/Cooperation 4 13%

Data Analysis Assistant 9 30%

Representational

Text 27 90%

Video 5 17%

Figures 13 43%

Audio 4 13%

Communication

Search engine 30 100%

Prompt follow-up questions 20 67%

Limited dialog ability 16 53%

Shareability 21 70%

Scientific Content Dimension

User responsible to evaluate information 30 100%

Statement on reliability 14 47%

Information on resources provided 6 20%

(continued)
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Table 1. (continued)

Dimension and Category Frequency Percentage

Ethics and Transparency

Gender bias 7 23%

Other biases identified 15 50%

Based on another AI-technology 9 30%

Data on users collected 25 83%

Different privacy settings for specific users 16 53%

Copyright 8 27%

Age limit 17 57%
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